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ABSTRACT: We report here a robust automated active site detection, docking, and scoring
(AADS) protocol for proteins with known structures. The active site finder identifies all
cavities in a protein and scores them based on the physicochemical properties of functional
groups lining the cavities in the protein. The accuracy realized on 620 proteins with sizes
ranging from 100 to 600 amino acids with known drug active sites is 100% when the top ten
cavity points are considered. These top ten cavity points identified are then submitted for an
automated docking of an input ligand/candidate molecule. The docking protocol uses an all
atom energy based Monte Carlo method. Eight low energy docked structures corresponding
to different locations and orientations of the candidate molecule are stored at each cavity
point giving 80 docked structures overall which are then ranked using an effective free energy
function and top five structures are selected. The predicted structure and energetics of the
complexes agree quite well with experiment when tested on a data set of 170 protein—ligand

complexes with known structures and binding affinities. The AADS methodology is
implemented on an 80 processor cluster and presented as a freely accessible, easy to use tool at http://www.sctbio-iitd.res.in/

dock/ActiveSite new.jsp.

B INTRODUCTION

The human genome project and developments in functional
genomics are promising to present researchers with a number of
clinically important targets. Attempts to generate three-dimen-
sional structures of the target proteins are moving equally fast."
We have been focusing on providing freely accessible computa-
tional tools for developing reliable in silico suggestions of candidate
molecules® against biomolecular targets (www.sctbio-iitd.res.in).
Here, we introduce an automated version of active site (potential
ligand binding site) detection, docking, and scoring methodology
for any target protein.

Proteins contain binding sites which are used by the natural
ligands/substrates and allosteric regulatory sites. An automated
determination of the potential ligand binding site/active site, the
binding pose of the candidate molecule, and its binding free
energy are very demanding computationally but essential not
only to understand molecular recognition events in the natural
and diseased states but also to generate new leads for the target.

Active Site Identification. Many computational strategies
have been developed in order to detect active sites in target
proteins. POCKET* was one of the first grid based geometric
methods to discover the active site. An extension to POCKET
was made by LIGSITE,” which makes the algorithm less depen-
dent on how the protein is oriented in the three-dimensional
grid. Further extensions to LIGSITE were reported subsequently
such as LIGSITE® in which the surface-solvent-surface events are
monitored using the protein’s Connolly surface® rather than the
protein solvent protein events and LIGSITE®” in which the
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pockets identified by the surface-solvent-surface events are
reranked by the degree of conservation of the surface residues
involved which improved the ranking of the top ranked pocket
from 67 to 75% when tested on a data set of 210 protein ligand
complexes from PDB and from 69 to 79% for a test set of
48 bound protein—ligand complexes. PocketPicker® was another
extension of LIGSITE which calculates the buriedness-index of
grid points. SURFNET is another pocket identifier in which a
sphere is placed between all pairs of protein atoms, so that the
two atoms are on opposite sides on the surface of the sphere. If
the sphere contains any other atoms, it is reduced in size until it
contains no other atoms. Only spheres with a radius of 1 —4 A are
kept. This results in a number of separate groups of interpene-
trating spheres, both inside the protein and on its surface, which
corresponds to its pocket sites. SURFNET was tested on a data
set of 67 enzyme-ligand complexes.” The ligand was found to be
bound in the largest cavity in 83% of the cases. The PHECOM"
uses small and large spheres to define the pocket size and depth,
respectively, and performs better than SURFNET, but the
computational time taken was more. Another geometry based
active site identifier is APROPOS"" in which a family of shapes is
generated and by comparing these shapes, ligand binding cavity is
detected on the surface of the protein. The algorithm has been
shown to have a success of 95% on a data set of proteins with one
subunit, though the accuracy dropped when protein complexes
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were tested. CAST'* uses an algorithm similar to APROPOS.
The algorithm has been tested on a data set of SI out of 67
SURENET data set,” and an accuracy of 74% was achieved.
CAST is also available as a Web server CASTp."® Fpocket' is
based on alpha spheres and Voronoi tessellation. VOIDOO,"
PASS,*® LiGandFit,'” methods of Delaney,18 Del Carpio,19 Cavity
Search,*® Kleywegt et al,™! Masuya and Doi,** Xie et al,** Kim
etal,** Bock et al.,>* and PocketDepth® are a few other attempts
at active site identification. In all the above cases, the main
criterion taken to identify the pocket in a protein is geometry.
Huang and Schroeder compared the performance of CAST,
LIGSITE, LIGSITE®, LIGSITE™, PASS, and SURFNET on a
data set of 48 proteins with bound and unbound structures and
210 nonredundant proteins with bound structures using the
same evaluation criteria.” Considering only the top three pre-
dictions, the results showed that the above geometric methods
could achieve a success rate of 71—77% for the 48 unbound
structures and 80—87% for the 210 bound structures. LIGSITE®™
achieved a success rate of 71 and 75% for the 48 unbound and
210 bound structures respectively in the prediction of top-
most cavity point. SURFNET-Consurf”” combines geometric
method with sequence knowledge. MetaPocket metaserver”®
combines several of the geometry based methods by clustering
and reranking the top three predicted pocket sites from LIGSI-
TE®, PASS, Q-Site Finder,” and SURFNET. Meta Pocket
improved the prediction accuracy from 70 to 75% for 210 bound
structures.

Although the largest pocket tends to frequently correspond to
the observed ligand binding site, this rule cannot be generalized,
and different studies have tackled this problem.%*”*°~3* There
are some energy based methods like GRID,* Q_site Finder,”
desolvation based free energy models,** and CS-Map.> In GRID
algorithm, the molecular target is superposed on a 3D grid, and
interaction energy is then calculated between a molecular probe
and the target. The interaction energy comprises Lennardéj ones,
Columb, and directional hydrogen bond energy terms.** > A
similar algorithm is used to that described for Pocket Picker® in
which grid points in close proximity to the protein surface are
selected and buried-ness indices are calculated using 30-directional
scanning around probes placed at each grid point. Another
energy based method Pocketome™ is quite similar to Q_Site
finder. In this method, small organic molecules are used as probes
and the scoring potential includes a solvation term. Another
energy based method finds consensus sites for organic solvent
molecules by employing variable chemical potential grand cano-
nical Monte Carlo simulations.*"* In these computationally
intensive simulations, a relative chemical potential difference is
set between a protein in a simulation cell and a bath of organic
solvent. The high affinity sites on the protein for a particular small
organic compound are identified at the end of the simulation.
Also, there are methods to identify molecules at interfaces* and
liquid interface in particular, from atomic coordinates.** Binding
site detection algorithm which emphasizes the advantage of
energy based methods* has also been reported. EasyMIFs
generates molecular interaction field which is used as an input
by SITEHound* to identify binding sites in a protein structure.
A new method of circular variance to characterize molecular
structures has also been reported.”” ProBis*™® is a Web server
which detects binding sites in a protein target based on local
structural alignment. The Web server ProBis* compares a
protein against a database of proteins and determines structurally
similar regions by performing local structural alignment.

Desolvation based free energy method has also been reported™’
and so also a method based on the spatial distribution of
hydrophobicity in a protein molecule, using a fuzzy-oil-drop
model.>! In the sticky spot method,”” the protein surface is coated
with a collection of molecular fragments that could bind with the
protein. Each fragment serves as an alignment point for the atoms
in a ligand and is scored to represent the probe’s affinity for the
protein. The probes are then clustered by accumulating their
affinities. The high affinity clusters are identified as the stickiest
portions of the protein surface. The stickiest portion identified is
then used for docking the ligand to the protein.

Comparative modeling studies can also identify ligand binding
sites since the sites are often highly conserved.> 7 Cavbase
describes and compares protein binding pockets on the basis of
their geometrical and physiochemical properties.”®>” Conserved
residues in proteins have been used in the identification of ligand
binding sites.”” IsoCleft® is a graph-matching-based method
which compares large sets of atoms obtained from native binding
site and discriminates those proteins that bind similar ligands
based on local 3D atomic similarities. A molecular interaction
field approach is also used in mapping and selecting the active
site.5 Statistical analyses®® of the protein—ligand contacts and
neural networks®*®® have also been harnessed to identify active
sites in proteins. There are some surface property based ap-
proaches which have been used for predicting protein—protein
interactions, including the use of support vector machines.*® Last
but not least, there is often an adaption of the pocket geometry to
the formation of a complex with the ligand — the so-called
induced fit — which is also considered.®®”"° Structure to function
transition based on active site information has also been
reported.”!

If the lead discovery process has to be automated from a crystal
or homology or ab intio built structure, a robust method is
needed which can detect active sites with 100% accuracy. We
address this issue in this contribution and propose a method and
protocol with which this goal is realizable.

Docking and Scoring. One aims to discover ligands that will
bind to the target protein with high affinity and specificity, once
the drug active sites are identified, in computer aided drug design,
before embarking on the time and cost intensive experimental
work. Docking algorithms are used to predict how a ligand
interacts with the binding site of a receptor. The docking
algorithms are generally comprised of two methods: a search
algorithm to generate all possible configurations of the ligand
molecule in the active site of the protein and an efficient scoring
function to evaluate how well the ligand interacts with the
protein.”>”® The first docking algorithm for small molecules
was developed by Kuntz et al.”* Subsequent application of the
docking algorithm helped in identification of new leads against
HIV-1 protease illustrating the potential of computer aided drug
discovery.”® There are over 60 docking programs and more than
30 scoring functions to date. Some of the known docking
programs are listed in Supplementary Table 1.7 Please>® see
refs 156—163 for a recent review of the docking and scoring
strategies. While speed is essential for effective virtual high
throughput screening of large libraries, accuracy is critical for
lead optimization. The expectations are that the docking and
scoring algorithms would generate structures which are nearly
superposable on the cocrystal structures if available (essentially
giving near zero root-mean-square deviation) with the computed
binding free energies correlating well with ex;)eriment and thus
helping in the design of lead molecules.'**'¢
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Figure 1. Average coordinates of grid points sorrounded by protein atoms
from two side clustering in 4 A sphere in protein with PDB ID 1A4K.

The above calls for a combination of a sturdy active site
identifier, which works in conjunction with an efficient docking
and scoring strategy in an automated mode. We present here one
such protocol. Details of the methodology and results of valida-
tion on a large number of systems together with a brief descrip-
tion of the Web-utilities are presented below.

B METHODS

Active Site Finder. The three-dimensional structure of a
protein is taken in the Protein Data Bank format." Hydrogen
atoms are added to the protein through the tleap module of
AMBER.'®® All the protein atoms are assigned their van der
Waals radii, and the whole structure is mapped onto a three-
dimensional grid with a resolution of 1 A. The three-dimensional
array so generated has two distinguishable parts: one part
occupied by the protein atoms and the other part representing
the unoccupied region. From the unoccupied regions, search in
different directions is carried out to find out which vacant regions
are bounded by the protein from at least two sides. The points
which are within a distance of 4 A from each other are clustered
assuming them to be in a sphere of 4 A and the average
coordinates of all these points are stored. Figure 1 represents
all these averaged points for the protein with PDB ID 1A4K. The
number of points in each of these 4 A clusters is also stored
considering it to be an approximate volume of these clusters.
Then to check which points lie close to the protein surface, two
concentric spheres are generated around the above generated
averaged points and the number of protein atoms above a cutoff
limit (in our protocol we take it to be greater than 150) trapped
inside the two spheres are counted. Cavity points satisfying the
previous criteria are noted and finally clustered in a 10 A radius
and averaged to generate a reference point representing the
cavity position in the protein along with the approximate volume
of the cavity around that reference point. Here the volume
contains a sum of all the points in the 4 A clusters contained in
the cavity of 10 A. The final cavity points are shown in Figure 2
for protein with PDB ID 1A4K. Thus each pocket is represented
by a single cavity point. We then sort these cavities in the
descending order of their volumes. The amino acid residues

Figure 2. Cavity points generated by active site finder in protein with
PDB ID 1A4K.

which are lining the reference cavity points are noted. The
number of hydrogen bond acceptors, donors, aromatic rings,
and hydrophobic atoms among these residues around the cavity
point are also counted. We store the maximum number of
hydrogen bond donor atoms, hydrogen bond acceptor atoms,
hydrophobic atoms, and aromatic rings among all the cavities
identified. The values of these properties for the cavities gener-
ated in protein along with the Cartesian coordinates of the
cavities shown in Figure 2 for the protein with PDB ID 1A4K are
specified in Table 1. A score is then generated using the following
formula

Score; = ( Z (X;/X™)) /n (1)

i=1l.n

where Score; is the fuzzy score that conveys the likeliness of the
jth cavity for a particular protein to be an actual ligand binding
site; X;; is any of the (n) properties considered such as approx-
imate volume, number of hydrogen bond donors, number of
hydrogen bond acceptors, or number of ring structures and
number of hydrophobic groups in the j™ cavity of the protein,
and X;™* is the maximum value for the corresponding parameter
in the protein. Here the value of n is equal to 5. The value of the
score lies in the (0, 1) interval; 1.0 is the highest score for a cavity
to be called, a ligand binding site. The cavity with the maximum
volume and maximum number of hydrogen bond donors,
acceptors, rings, and hydrophobic groups gets the maximum
score. The above score is used for ranking the cavity points. The
algorithm for an automated detection of the active site is shown
in the form of a flowchart in Supplementary Figure 1. The greater
the volume of a site the greater is the chance of a small molecule
to bind there. However this is not always true as we find that the
largest site is not always the ligand binding site. Similarly, the
presence of a large number of hydrogen bond donors, hydrogen
bond acceptors, aromatic rings, and hydrophobic groups in a
cavity provides a greater opportunity for the small organic
molecule to bind there. Keeping these issues in mind, the above
fuzzy score function is developed to detect active sites in proteins.
The methodology, is fast - taking less than a minute on a single
processor - and, as the results indicate, is foolproof and does not
involve any training which makes it applicable to diverse protein
targets.

Docking. The top ten cavity points generated through the
above algorithm act as reference points where the candidate drug
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Table 1. Coordinates of Cavity Points Generated by Active Site Finder in Protein 1A4K, along with an Approximate Volume,
Number of Hydrogen Bond Acceptors, Hydrogen Bond Donors, Hydrophobic Atoms, and Aromatic Rings Present in the

Respective Cavity

cavity points X coordinate Y coordinate Z coordinate volume

Cavity 1 9.782 26.954 22.947 1354
Cavity 2 22.384 25.552 12.322 548
Cavity 3 21.539 12.537 5.081 521
Cavity 4 —7.026 46.097 33.571 425
Cavity S —5911 37.936 42.633 353
Cavity 6 7.567 18.982 5.465 311
Cavity 7 6.347 36.601 37.502 294
Cavity 8 8.544 43.906 30.879 269
Cavity 9 7.913 39.551 14.810 217
Cavity 10 15.969 21.759 30.659 193
Cavity 11 4.732 31.523 41.787 172
Cavity 12 —1.335 34.023 20.030 156
Cavity 13 23.033 14.715 20.709 128
Cavity 14 9.743 15.588 22.408 124
Cavity 15 3.679 50.405 37.458 99
Cavity 16 11.599 6.501 16.653 88
Cavity 17 16.203 8.999 13.632 82
Cavity 18 11.541 31.496 2.221 66
Cavity 19 —3.264 35.224 31.067 S1

Hbond acceptor Hbond donor ring structures hydrophobic groups
11.00 14.00 8.00 15.00
7.00 10.00 6.00 42.00
3.00 14.00 9.00 31.00
9.00 12.00 4.00 39.00
7.00 13.00 5.00 35.00
7.00 13.00 6.00 22.00
16.00 18.00 4.00 16.00
11.00 16.00 5.00 18.00
10.00 13.00 3.00 17.00
10.00 11.00 2.00 24.00
15.00 16.00 1.00 11.00
9.00 11.00 1.00 6.00
4.00 6.00 7.00 24.00
9.00 5.00 2.00 11.00
4.00 6.00 2.00 10.00
4.00 3.00 2.00 10.00
0.00 0.00 5.00 12.00
0.00 0.00 3.00 13.00
2.00 2.00 2.00 9.00

molecule can be docked. The following steps are involved for
docking the candidate drug molecules at the reference points:'*®
(a) Preparation of the protein and the candidate drug molecule,
(b) Translation of the drug molecule to the reference cavity points,
(c) Grid Generation, (d) Generation of Monte Carlo configura-
tions of the candidate drug molecule in the cavity points, and
(e) Collection of eight low energy configurations for each
reference cavity point. We describe each step in detail below.

(a). Preparation of the Protein and the Candidate Drug
Molecule. The hydrogen added grotein molecule is prepared in a
force field compatible manner.'®” The ligand is considered in its
input pose/conformation for the calculation. Hydrogens are added
to the ligand molecule through the xleap module of AMBER,"%
maintaining the ionization state as reported in the literature (or
as input by the user) which is then geometry optimized through
the AM1 procedure followed by calculation of partial charges
of the ligand by AM1-BCC procedure.'®® The GAFF force field
parameter'® is then used to assign atom types,'”® bond angle,
dihedral, and van der Waals parameters for the ligand.

(b). Translation of the Candidate Molecule to the Reference
Cavity Points. The center of mass of the above prepared candidate
molecule is calculated and then translated to each of the top ten
cavity points detected through the above active site finder algo-
rithm. A cube with each side measuring 20 A and centered on each
of the 10 reference points is then created with a uniform grid size of
1 A inside the cube. Only those grid points in each cube which are
not occupied by the protein atoms (described in (c) below) are
then considered for further calculations. This provides all possible
accessible translation points surrounding any given cavity point.

(c). Grid Generation. A cubic grid of 1 A resolution is pre-
generated around the protein, and the grid points occupied by
the protein side chains are stored. While searching for the spatial
positions around the reference cavity points, the clash module
helps in identifying the appropriate translation points on the 20 A
cubic grid. These translation points are the grid points in the

2518

cubic grid which are not occupied by protein atoms as explained
in (b) above. The number of clashes is calculated in the cube
at each translation point, and the best translation points with
minimum number of clashes are selected. Interaction energy of
each ligand atom with protein atoms within a specified cutoff
distance are calculated using a scoring function comprising the
electrostatic and van der Waals interactions and hydrophobic
contributions as described by the equation below

E = Z(Eel + Evclw + Ehpb) (2)

Here E is the sum over all ligand atoms. E,; is the electrostatic
component of the energy, E, 4, is the van der Waals component
between the protein and ligand atoms,'”' 7> and E"P’ is the
hydrophobic component.'”* This gives an approximate interaction
energy.

(d). Generation of Monte Carlo Configurations of the Can-
didate Drug Molecule in the Cavity Points. At each cavity site,
several (10°) configurations are generated via a six-dimensional
rigid body Monte Carlo methodology in the space of accessible
grid points (translation points). This results in many ligand
configurations which are scored based on the above-mentioned
scoring function. These Monte Carlo runs are carried out
concurrently at each of the 10 cavity points.

(e). Collection of Eight Low Energy Configurations for Each
Cavity Point. About 8 low energy structures from each Monte
Carlo run are collected giving a total of 80 candidate structures
for the protein—ligand complex.

Scoring. The above selected 80 docked structures are energy
minimized using the sander module of AMBER'®® and scored
using a previously developed in-house scoring function chris-
tened Bappl"®” which embeds an effective free energy function. It
is an all atom energy based empirical scoring function comprising
electrostatics, van der Waals, hydrophobicity, and loss of con-
formational entropy of protein side chains upon ligand binding
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and is of the following form

22

AG = a(Eq) + B(Eww) + (X 0aAALsA)
+ A(AScr) + O (3)

AG is the binding free energy (in kcal/mol), E is the electro-
static component, and E. g4, is the van der Waals component.
AA; g4 is the loss in surface area of the atom type - Bappl defines
22 atom types'®” - 0, is the atomic desolvation parameter in
keal/mol/A? for an atom type, AScr is the loss in conformational
entropy and O is a constant. The electrostatic contribution is
computed through Coulomb’s law with a sigmoidal dielectric
function. The van der Waals contribution is calculated using the
(12, 6) Lennard-Jones potential between the protein and the
ligand atoms.'”""

The above function has been validated'®” previously on a data
set of 161 protein ligand complexes which yielded a correlation
coeflicient of 0.92 for the predicted binding free energies against
the experimental binding affinities. The scoring function has
been Web enabled at http://www.sctbio-iitd.res.in/software/
drugdesign/bappl,jsp. A comparative evaluation of the Bappl
scoring function is given in Supplementary Table 2.

On the basis of the energy ranking by Bappl, the five best
docked structures are reported one of which is expected to be
native-like. A schematic representation of a parallel implementa-
tion of the docking/scoring methodology on an 80 processor
cluster is shown in Supplementary Figure 2.

B CALCULATIONS

We verified the accuracies of the Active Site Finder initially on
48 bound complexes used as a bench mark in the literature®®'*
for efficiency evaluation. The study was further extended to
572 additional protein—ligand complexes summing to a total of
620 complexes reported in the protein data bank. PDB IDs of the
620 protein—ligand complex data set are provided in Supple-
mentary Table 3. In order to assess different methods on the
same data set, a common criterion is needed for judging
accuracies. The active site finder gives Cartesian coordinates of
the geometric center of each of the ten cavity sites detected.
Similarly, for other softwares, the center of mass of the site was
taken into consideration. Thus for the above validation and to be
consistent with the previous practices reported in the literature, a
cavity point detected is considered to be a hit if the point is within
4 A from any of the atoms of the ligand molecule in the crystal
structure.

The top ten cavity points detected by the above algorithm are
considered as the reference points for docking and scoring. A
blind docking was performed with candidate molecules at each of
the ten reference points. Eight best energy ranked structures are
stored corresponding to each reference point generating a total
of 80 docked structures for each candidate molecule. These
docked structures are then scored on the basis of binding free
energies using Bappl scoring function, and five structures are
collected. This process is repeated with all the 170 protein—
ligand complexes with known experimental structures and bind-
ing free energies. The experimental binding free energies for
these complexes are available in the public domain databases like
LPDB'"** and PLD."*® For the purposes of assessing the docked
structures vis-a-vis native, the ligand molecule and the amino acid
residues surrounding it up to a distance of 6 A in the crystal
structure are superposed and a root-mean-square deviation
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Figure 3. Rank of the cavity point versus cumulative percentage of true
active site coverage. It is seen that true active site is captured with 90%
and 95% accuracy by the top five and top ten cavity points with a distance
constraint of 4 A (dashed line) and with 98% and 100% accuracy with a
distance constraint of 7 A (bold continuous) respectively in 620 proteins
(see Supplementary Table 3 for a list of proteins).

(RMSD) is calculated. This is a more sensitive test than all atom
RMSDs which generally tend to be small.

B RESULTS AND DISCUSSION

Active Site Identification. The algorithm was tested on a data
set of 620 protein—ligand complexes comprising different classes
and sizes of proteins. The top five cavity points capture the true
active site in 90% cases, and the top ten cavity points detect the
true active site with 95% accuracy as shown in Figure 3 witha 4 A
criterion described under calculations. However, if the distance is
increased to 7 A, the prediction accuracies increase to 98% and
100% for the top five and top ten cavity points generated
respectively as shown in Figure 3. Note that the focus here has
been on capturing the active site 100% of the time and 7 A
distance is not a cause for concern if the docking is able to restore
the ligand to its native like pose and location (as the results of
docking described below indicate).

A comparison of the results was performed with different
softwares available in public domain with the 48 protein—ligand
complex data set (Supplementary Table 4) employed by others
previously, and the prediction accuracies are shown in Table 2 on
the lines of Huang and Schroder” and Weisel et al.® for their
software Ligsite™ and Pocket Picker respectively and Vincent Le
Guilloux et al. for their software Fpocket.'* The 48 protein ligand
complex along with PDB IDs and the ranking of active site finder
on the data is shown in Supplementary Table 4. The prediction
accuracies of different softwares shown in Table 2 correspond to
this 48 complex data set. The active site finder reported in the
present work compares quite well in terms of detection accura-
cies (92% when top 3 points are considered). For the above
comparison the distance constraint was 4 A as mentioned.
More interestingly, if one takes a distance constraint of 7 A, then the
active site finder protocol reported here captures the true active site
with 100% accuracy in top ten points. Note that this accuracy is
retained not just for 48 complexes but for all the 620 protein—
ligand complexes studied (Figure 3). In short, the active site
finder protocol reported here performs better than other softwares
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Table 2. Prediction Accuracies (in %) of the Active Site
Finder Shown along with Results from Different Softwares on
48 Bound Protein—Ligand Complexes'*

SL no. softwares Topl Top3* TopS Top 10°
1 SCFBIO(Active Site Finder) 67 92 98 100
2 Fpocket 83 92 - -
3 PocketPicker 72 85 - -
4 LiGSITE® 69 87 - -
S LIGSITE 69 87 - -
6 CAST 67 83 - -
7 PASS 63 81 - -
8 SURENET 54 78 - -
9 LIGSITE™* 79 - - -

“92 under Top3 means active site within cut off distance of 4 A is
captured by one of the top3 cavity points detected in 92% of cases. " For
Top 10 the distance cut off is 7 A.

if one considers three or more (maximum being ten) predicted
sites, our main aim being detecting the true active site with 100%
accuracy for the purposes of automation. Even though the
topmost cavity detected by active site finder returns 67%
accuracy, the docking protocol as discussed below scores the
ligand best at its true native site with the top ranked structure
with 90% accuracy (see below). Fpocket gave a prediction
accuracy of 83% for the topmost point and 92% for the top
three detected points on the benchmark data set as clear from
Table 2. However, the prediction accuracies of Fpocket on a data
set'* of 85 protein—ligand complexes was 67% and 82% for the
Top 1 and Top 3 predicted sites, respectively, with a distance
constraint of 4 A. Fpocket has been trained on a data set of
proteins with defined binding sites in order to determine
parameters used in the program. However, there is no such
training involved in the AADS methodology which gives an
advantage of its transferability to diverse proteins. The program
has been validated on a data set of 620 protein—ligand complexes
containing different classes of proteins giving a prediction
accuracy of 100% for the top ten points detected.

Docking and Scoring. The calculated RMSDs for 170 com-
plexes with the topmost ranked structure are shown in Figure 4.
The RMSDs are less than 2 A in 90% of the cases (Figure 4).
However when we considered the top five reported structures, at
least one of them had an RMSD less than 2 A in 95% of the cases
(Figure S). RMSD for the remaining 5% was within 4 A as can be
seen in Figure 5 for the top five structures reported. However, if
an RMSD calculation is done considering only the main chain
atoms, then they were within 2 A for the remaining 5% as well
signifying that the overall pose of the ligand was similar to the
native ligand.

The calculated binding free energies for the topmost docked
structure correlate well with experimental binding free energies
(correlation coefficient ~ 0.82) (Figure 6). Notice that this
number is a little less than 0.92 achieved by Bappl. However,
results in Figure 6 are from blind docking studies in an automated
mode with just the tertiary structural information of the protein
and no inputs of the binding site information, which is extremely
encouraging.

In a real-world application of the method, a researcher would
like prediction of a site nearest to the native active site which
could be used for designing new molecules. The Monte Carlo
docking algorithm described in section 2 of Methods brings the
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ligand molecule closer to the native active site and scores the
candidate molecule, best at its true active site. However, in some
cases the sites predicted by the above methodology can also be
used to discover new allosteric sites.

The efficiency of the active site finder in combination with
docking is shown in Figure 7 which reports the RMSDs before
docking and after docking for the top docked structure in each of
the 170 complexes studied. It could be seen that even if the cavity
point was away up to 7 A from the center of mass of the native
ligand before docking, the RMSD for the top ranked docked
structure lies within 2 A. This gives us enough confidence in the
possibility of automating the entire process of active site identi-
fication, docking, and scoring.

On the choice of the ligand to be docked for a protein target,
we have recently developed a physicochemical descriptor based
methodology (G. Mukherjee and B. Jayaram, manuscript in
preparation; url: http://www.scfbio-iitd.res.in/software/drugde-
sign/raspd.jsp) and created an option to scan a million com-
pound library rapidly without docking starting with the results of
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the active site finder, to sort out promising hits which can form
inputs for the present docking and scoring protocol.

A component-wise analysis of the binding free energies of 170
complexes comprising 55 unique proteins targets reveals a few
clear trends of use in ligand choice/design. Figure 8 depicts a
consensus view of the diverse energy components contributing
to the binding free energy in the 170 systems studied. For some
of the targets, electrostatics was found to be more favorable than
the van der Waals. The targets for which electrostatics was more
favorable were grouped into one class (indicated in red), and
ones for which van der Waals is dominant were grouped into
another class (shown in blue). The results are somewhat similar
to the trends seen with DNA binding proteins of different
classes.'”*'*7 See in particular Figure 2 of ref 198. Such analyses
which are provided together with the scoring function'”* %" can
help in optimizing hit molecules.

kcal/mol

10 J PBFE AG

Figure 8. A consensus view of the relative magnitude of the energy
components contributing to the binding free energy in 170 protein—
ligand complexes. Abbreviations: ele: electrostatic component, vdw: van
der Waals component, hyb: hydrophobic component, ent: rotational
translational entropy, PFBE: predicted binding free energy, AG: experi-
mental binding free energy. Note that the positive contributions are
unfavorable and negative contributions are favorable. The targets for
which van der Waals component dominates are shown in blue and those
where electrostatics dominates are shown in red.

To understand the sensitivity of the results to the input
conformation of the ligand, the conformation of the small
molecule was changed randomly around the rotatable bonds
and about 1000 conformers were generated distinct from the
native pose. The algorithm eliminates physically unrealistic
conformers of the ligand, for example conformers with over-
lapping atoms. These conformers were minimized using the GB
continuum solvent model for water using the AMBER force
field."® At least one of the top ten conformers scored energy-
wise was close to the bound conformer to within an RMSD of 2
A. The ten conformers were submitted for docking and scoring
through Bappl scoring function. The minimization step before
scoring through Bappl protocol helps to take the ligand close to
its local potential energy minimum. It may be recalled that
docking generates 80 structures of the ligand corresponding to
various cavities and orientations of the ligand in the protein
which are put through minimization and binding free energy
estimates. In our experience, a successful convergence on a
solution can be obtained by generating conformer ensemble
containing at least one conformer that is close to probably <1 A
RMSD to the actual solution. The bioactive conformer is not
necessarily found at the global energy minimum in the energy
landscape. Further fine-tuning of the conformer generator is in
progress. We propose to integrate an option to generate low
energy conformations of the small molecule at each of the 80 sites
in an automated mode, followed by further minimization of the
complex and binding free energy estimates and ranking, in the
subsequent versions of AADS.

We envision that given a target protein and a database of small
molecules, the AADS methodology will predict the binding sites
in the protein with 100% accuracy, dock the molecules, and score
them at all the ten detected potential binding sites and capture
the experimental location and binding affinity in an automated
mode. The methodology is robust enough to bracket potential
lead molecules which can be further optimized to yield molecules
with high affinity against the target protein.

The issues which are yet to be integrated into this automated
protocol are (i) a rigorous consideration of the flexibility/dynamics
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of the ligand and active site residues of the target and (ii) explicit
solvent and salt effects. We envisage that the five docked structures
reported for each protein-candidate molecule complex could be
put through molecular dynamics simulations and rigorous free
energy calculations to develop structural, dynamic, and energetic
perspectives on the protein-candidate molecule binding.”*" >

Presented with (a) the sequence of amino acids of a target protein
from genomic information, the computers would (b) generate three-
dimensional structures of the protein in their appropriate oligomeric
state, (c) identify the drug active sites, (d) narrow down the
search space of ligands from a large library of synthesizable
compounds/generate multiple conformations of each ligand
molecule, (e) dock each ligand (potential candidate drug) and
(f) score and rank candidate molecules, and (g) optimize the
candidates and (g) transmit the best candidates to a medicinal
chemist for synthesis and testing. The work reported here
addresses steps (c), (e), and (f) in the above envisioned auto-
mated lead discovery pipe-line.

Brief Description of the Web-Utilities. (a) AADS: This
version of the active site finder detects ten cavity points in a
protein based on the physicochemical properties of the func-
tional groups lining the cavities in the target protein. A rigid
docking of the uploaded candidate drug molecule at the ten
cavity points is performed in an automated mode. Five docked
structures along with their binding free energy values in kcal/mol
are e-mailed back to the user. The above program has been Web-
enabled at the following link http://www.sctbio-iitd.res.in/
dock/ActiveSite_new.jsp.

(b) Another version of the active site finder was created in
which the algorithm detects all the possible cavity points in a
protein based on the volume of the respective cavity and also lists
out the amino acid residues lining the cavity points. On the basis of
the biochemical information from the literature, that is the amino
acid residues involved in the biochemical activity of the protein, the
user can select the cavity of interest and dock the candidate ligand
molecule at that point. Four docked structures along with their
binding free energies in kcal/mol are e-mailed back to the user.
The above program has been Web-enabled at the following link
http://www.sctbio-iitd.res.in/dock/ActiveSite.jsp.

B CONCLUSIONS AND PERSPECTIVES

A robust automated active site identification protocol is for-
mulated. The method supplements geometric information of the
active sites with physicochemical properties of amino acid residues
lining the active sites. The top ten cavity points identified capture
the true active sites 100% of the time. All ten cavity points detected
are used to dock and score ligands in an automated mode. The
predicted structures and the energetics are in good accord with
experiment. All the stages of the computational protocol pre-
sented, involve atomic level descriptions of the systems and no
training thus assuring transferability and generality. The meth-
odologies are configured in a high performance computing (HPC)
environment, requiring 15 min on an 80 processor cluster for each
protein—ligand complex. The computational methods are matur-
ing to a point where automated structure based lead discovery is
within the realm of feasibility in the near future.

B ASSOCIATED CONTENT

© Ssupporting Information. Citations to some docking pro-
gram reported in the literature; comparative evaluation of Bappl

scoring function; PDB ids of protein data set to validate Active
Site Identifier; comparison of different active site identifica-
tion tools available in public domain; protocol for Active Site
Identification; flowchart of the docking and scoring protocol.
This material is available free of charge via the Internet at http://
pubs.acs.org.
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