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Introduction

Recall the ball and stick model of a 1, 2-disubstituted ethane introduced at high-school level these days. Ideas related to hindered rotation around a single bond, the instability of an eclipsed conformation relative to its staggered analogue emerges in a visually telling manner. The balls of course represent atoms and the sticks, the chemical bonds between atoms. A clash between two unconnected balls upon rotation around the axis of a stick, is interpreted as steric hindrance to rotation. This simple model provides a powerful tool to appreciate strain and stability associated with molecular conformations. It has been a valuable companion in synthetic and mechanistic organic chemistry and in other areas as well. In such a model, from the standpoint of intermolecular forces, there are no attractions between two unconnected atoms and no repulsions either, not even when the two atoms encounter each other—just that they cannot pass through each other. If this behaviour is to be formulated mathematically, one would say that the potential energy between two non-bonded atoms is zero for all distances greater than the sum of their radii and the energy goes to infinity if the distance is less than the above sum. This in the technical jargon is known as a hard sphere model which in a primitive way describes the interaction between two non-bonded atoms. The sticks which are not elastic imply that the force constants associated with the bonds and bond angles are infinitely large. A free rotation around a bond is indicative of a flat torsional energy surface. Some of these approximations can be easily removed. A soft sphere potential which includes van der Waals attractions and short range repulsions originating in Pauli’s forces can be employed, as with a (12,6) Lennard-Jones potential or a Buckingham potential (exp,6) in lieu of the hard sphere model. A coulombic potential can be added to this if the two atoms carry charges, fractional or full. Similarly, the force constants associated with bond stretching and angle bending can be assigned more realistic values instead of infinities. The torsional energy surface can also be modified to represent reality more closely by introducing multiple minima indicating the conformational preferences of the molecule. Thus all the internal degrees of freedom of the molecule can be taken cognizance of.

\[ E(X^N) = \left(\frac{1}{2}\right) \sum_{\text{all bonds}} k_1 (l - l_0)^2 + \left(\frac{1}{2}\right) \sum_{\text{all bond angles}} k_\theta (\theta - \theta_0)^2 + \left(\frac{1}{2}\right) \sum_{\text{all dihedral angles}} V_n (1 + \cos n(\omega - \omega_n)) \]

\[ + \sum_{\text{all non-bonded pairs}} (E_{ij} ((R_{ij} / r_i)^{12} - 2(R_{ij} / r_i)^6) + (q_i q_j / D_{ij})) \]

...(1)

In the above equation, the first term describes the penalty for bond stretch from its equilibrium value. Term \(k_1\) is the force constant for bond stretch and \(l_0\) the equilibrium bond length. The second term denotes the energy penalty for deforming the bond angle \(\theta_0\) is the equilibrium value for the bond angle and \(k_\theta\) the corresponding force constant. Both first and second terms are harmonic (i.e., Hooke’s law type) functions. Cross terms of the stretch-bend genre can also be added if required. The third term, a Fourier series
representation, quantifies the energy as a function of the dihedral angle $\omega$, $V_n$ is the rotational barrier height, $n$ is the periodicity of rotation $\omega_0$ is the reference angle where the torsional energy is maximum. This function (expressed further as a sum of different terms with $n = 1, 2, 3$ in the Fourier series) captures the multiple energy minima of varying heights usually seen with dihedral angle variations. The non-bonded interactions are taken care of by the last term. Variable $\varepsilon_{ij}$ is the well depth, $R_{ij}$ is the minimum energy interaction distance, $q_i$ and $q_j$ are the partial charges on atoms $i$ and $j$, $r_{ij}$ is the distance between them and $D$ is a dielectric function.

The consequence of all these refinements (eq. 1) is that the ball and stick model hops out of our hands to become a more accurate molecular model easier handled by a computer. Qualitative arguments on stability and reactivity turn quantitative. Just as the original ball and stick model, computer modelling is but a tool to help interpret experiment at an atomic level, to suggest new experiments without the ordeals of the hit and trial approach and to generate new knowledge on the behaviour of the molecular system wherever experiments are difficult to perform.

The current day computational research in the realm of biomolecules is concerned with developing a molecular view of stability and recognition based on the laws of physics. This is an energy-based approach. Other approaches profiting from computational techniques involving artificial intelligence, distance geometry, computer graphics etc., have also found fruitful applications in deciphering biomolecular structure and function such as in modelling protein structures and in NMR structural refinements. The main focus of the following discussion will be on energy-based approaches.

A potential function $^1$ (eq. 1) is a prescription for computing the energy of the molecular system if the cartesian coordinates (i.e., configuration $X^N$) of all the atoms/ions/particles of the system are specified. The energy computed is often referred to as single point energy, (i.e. the energy of the point $X^N$) in the configuration space of the molecular system. A force field comprises a potential function together with a listing of all the parameters required for the calculation of energy and forces, such as the force constants, the equilibrium values for the internal degrees of freedom each considered in isolation, the partial atomic charges on each of the atoms in varying chemical environments etc. The parameters come from extensive and careful calibrations against experiment or rigorous quantum mechanical calculations. AMBER$^2$, CHARMM$^3$, CVFF & CFF-91$^4$, ECEPP$^5$, GROMOS$^6$, MM$x(x=1,2,3)$$^7$, OPLS$^8$ are some of the popular force fields in vogue today. (Names such as AMBER and GROMOS are also used for a suite of programs which perform modelling and simulations.) Each of the above force fields has undergone considerable improvements over the years with a significant increase in accuracy and reliability of the computational predictions. An alternative to the potential function approach is to solve the Schrödinger equation for the system but this becomes computationally prohibitive as the system size increases. The choice between molecular and quantum mechanics rests on the system size and the level of rigour required in representing the system. For biomolecular systems consisting of $10^2-10^4$ atoms, the former is the obvious choice although whenever a chemical bond is formed or an electron transfer occurs a quantum mechanical treatment in some form or another is indispensable.

In energy minimization (EM) protocols, the objective is to arrive at a structure that has the minimum most energy. Several methods such as the steepest descent, conjugate gradient, Newton-Raphson method have been proposed to accomplish this task$^1$. Starting with an arbitrary structure one often ends up with the nearest energy minimum in the configuration space of the molecule. Global energy minimum is elusive but is reachable for small systems by an intelligent design of a series of minimizations. This—a structure with minimum most energy—is often the goal of molecular modelling exercises. This is supplemented with the hypothesis that the lower the energy the more stable is the mechanical system. Most of the questions related to structure and function can be converted to energy related problems. Conformational analysis is a stability problem which involves mapping the energy as a function of the internal coordinates of the molecule. The effect of a mutation on the stability of a protein can be converted into a problem seeking the minimum energy structures of the system before and after the mutation followed by a computation of the energy difference. The relative binding efficacy of a series of ligands to a receptor is a recognition problem. The minimum energy structure of the receptor-ligand complex with each ligand is generated. The binding energy is then computed as $\Delta E_{binding} = E_{complex} - (E_{receptor} + E_{ligand})$. This allows an ordering of the ligands based on the energetics which hopefully correlates with the binding constant data $\Delta G^0 = -RT\ln K$; $(\Delta G^0)$ is the change in
the standard free energy, \( R \) is the gas constant, \( T \) the absolute temperature and \( K \) the equilibrium constant). A serious theoretical limitation of the energy minimization studies besides the difficulty in attaining the global minimum, is the lack of contact with thermodynamics and the consequent loss of correspondence with experiment. This notwithstanding, energy minimization studies continue to be of considerable value providing qualitative insights into the problem on hand and prove to be decisive in favourable cases, especially when entropic effects and thermal averaging are expected to play only a minor role. Methods to compute heats of formation and entropies via a normal mode analysis have also been developed\(^1\). Molecular mechanics calculations are employed routinely for investigating structure-activity relationships particularly in the area of drug design.

The connection with thermodynamics is established via an ensemble averaging (as in Monte Carlo method) or a time averaging (as in molecular dynamics method) of the energies of all the configurations accessible to the system under specified conditions (constant temperature, volume and number of particles for instance). This gives the average internal energy \( U = \langle E(X) \rangle \) where angular brackets denote Boltzmann averages. This with a pressure volume correction gives the enthalpy \( (H = U + PV) \). A further addition of the entropic term results in the Gibbs free energy of the system \( (G = H - TS) \). Molecular simulations via Monte Carlo (MC) method (in which the configurations of the system are generated according to Boltzmann distribution in a stochastic approach) or molecular dynamics (MD) method (where new configurations of the system are generated by solving equations of motion in a deterministic approach) mimic the system at equilibrium and both structural and thermodynamic properties of the system become accessible. Besides these MD also yields dynamic properties. The MC method due to Metropolis et al.\(^9\), the molecular dynamics studies of Alder and Wainright\(^10\) on simple liquids, those of Rahman and Stillinger\(^11\) on liquid water and the pioneering theoretical studies of Scheraga and coworkers\(^12\) on proteins, influenced the course of events quite significantly. Molecular dynamics (MD) studies on BPTI in vacuo\(^13\) and alanine dipeptide in water\(^14\) constitute some of the significant early attempts to apply the MD technique to biomolecular systems. Parallel to this evolved the MC methodology as applied to aqueous solutions of biomolecules\(^15,16\). The last decade has seen a welcome explosion in the numerous extensions and improvements of the above methodologies as applied to biomolecular systems [Ref. 17-23 and references therein] in several laboratories all over the globe.

Structure and conformation of biomolecules are sensitive to solvent and salt concentration. Modelling molecules under physiological conditions implies a consideration of the aqueous environment preferably along with the supporting electrolyte (145 mM NaCl for instance). The first step thus is to ensure that an accurate description of the structure and thermodynamics of solvent water is available. Several water models have been proposed, SPC\(^24\) and TIP4P\(^25\) being two of the popular choices. Simulations of aqueous solutions proceed via the solvation of biomolecule of interest with desired / sufficient number of explicit waters (TIP4P or any such water model) with their configurations, along with that of the biomolecule, generated by MD or MC simulations. Water organization around biomolecules has become an intense research area\(^26-28\) with a growing theoretical evidence of its stabilizing influence and the concurrent experimental observations such as the identification of spine of hydration in the minor groove of a B-DNA crystal structure\(^29\) and the observation that water trapped at the interface of two biomolecules (protein and DNA for instance) could contribute to specificity via water mediated hydrogen bonds\(^30\). Several methods of solvent analysis have been proposed of which the proximity criterion developed by Beveridge and coworkers\(^31\), enables a quantification of the structure and energetics of solvent around multifunctional solutes, in a unique fashion, via quasi-component molecular distribution functions\(^32\).

Salt effects can be included in a natural way in the simulations once the ion-water\(^33\), ion-ion and ion-solute potential functions are available. The number of small ions considered is mostly restricted to maintaining electroneutrality in the solution and few simulations reported thus far could consider added salt effects. This is due to severe convergence problems in simulations with ions and issues related to sampling. Thus methodologies exist at least in principle, to deal with the environmental (solvent and salt) effects on the stability of biomolecules.
An outstanding problem of current interest to researchers in biomolecular area is that of molecular recognition. Protein folding is an intramolecular recognition problem and regulation of gene expression by certain proteins (protein-DNA recognition) is an intermolecular recognition problem. Two critical indices that a chemist desires out of a theoretical study of such events is the free energy of folding/binding and rates associated with these processes. Once the thermodynamic and kinetic parameters are specified, the focus shifts to an understanding of the origins of stability, spontaneity and speed at an atomic level. This is to help design molecules with altered stabilities and binding proclivities. A theoretical determination of these parameters requires structural data as input. The current status on structure determination and characterization of the dynamics of biomolecules is summarized below.

Structure & Dynamics of Biomolecules

Molecular dynamics simulations offer a viable approach to study the structure and internal motions of biomolecular systems. It is one’s good fortune if X-ray structures (or NMR derived distance constraints) are available as points of departure for further theoretical studies. The Brookhaven Protein Data Bank \(^3^4\) and the Nucleic Acid Data Base \(^5^5\), in this regard, have been sources of rich structural information. De novo structure determination of isolated proteins from their primary sequences (protein folding) is an unsolved problem as yet. For DNA, one would expect that Watson-Crick type double helical structures could be built with any arbitrary base sequence. Single crystal studies on oligonucleotides point to several intrinsic sequence dependent structural variations (the DNA fine structure) within the overall double helix, which appear to have a functional role \(^3^6\)-\(^3^8\). Arriving at the structure of a complex of two biomolecules continues to be a challenging problem in docking. Nonetheless, several simulation studies have appeared in the literature addressing structural issues with progressively increasing levels of confidence.

Protein Folding

Ideally, one would like to build a random structure from a given amino acid sequence and let the theory (or computer) generate the conformation with the minimum most free energy, considering naturally the surrounding medium, temperature etc. and this conformation would hopefully correspond to the native structure of the protein. This is a hopeless approach \(^3^9\). Cast in the language of energy hyper-surface, folding is an attempt to locate the global minimum among multiple minima. Typical values of the free energy difference, \(\Delta G\), between the native and denatured states for globular proteins lie in the range of -5 to -15 kcal/mol \(^4^0\) and the folding process occurs in vitro on a millisecond-to-seconds time scale \(^4^1\). Both these factors compound the task for simulations. Some novel simulation strategies and numerous fancy mathematical techniques have been applied to gain some insights into the protein folding problem and these have been reviewed recently \(^1^,^1^2,^2^0,^2^3,^3^9\). It is probably fair to say that with the currently available state of the art techniques, the tertiary structure of a polypeptide in solution with ten or less amino acid residues, can be predicted to a high degree of accuracy. Theoretical determinations of structures of [Met]enkephalin—a pentapeptide, Gramicidin S—a decapeptide are some success stories \(^1^2\). Results on a 20-residue membrane-bound portion of a relatively small globular protein, melittin, are in general accord with experiment \(^1^2\). This is still far off from the folding of a full polypeptide chain with more than fifty residues. For larger systems, low resolution prediction of structure is feasible where the folding motif is known \(^4^2\). In this regard, besides the energy-based approaches, modelling by homology \(^1^,^1^2\) is becoming a popular technique to get to the native structure. It is of course well known that secondary structure prediction schemes (Chou-Fasman rules and their several variants) \(^4^3,^4^4\) have been highly successful. It is the piecing together of the secondary structural units embedded in solvent that is problematic. We have no clearcut clue to the rules of protein-protein recognition beyond the traditional way of a decomposition of the interactions in terms of electrostatic, van der Waals, and hydrophobic contributions. (Glibly stated, protein folding is a 20 by 20 problem. Protein-DNA recognition in this parlance is a 20 by 4 problem. Both are unsolved. Watson and Crick solved the 4 by 4 problem).
**DNA Fine Structure:** A minimal set of internal variables of DNA comprises six backbone torsions, the sugar puckers and the glycosidic angle of the base (syn/anti) on each strand. Inter and intra-basepair degrees of freedom, groove depths and widths add to this list\textsuperscript{36, 45-49}. Some of these variables are correlated. A combination of these parameters decides whether a polynucleotide is A-like or Z-like with several alphabets in between, with the B-form of course being the most stable under physiological conditions\textsuperscript{36-38, 46}. A goal of the simulations is to characterize and codify these base sequence dependent structural features. Simulations on DNA, unlike the protein case, must include counterions and solvent to reduce inter-phosphate repulsions\textsuperscript{49-52}. The simulated system is highly charged and a proper treatment of the electrostatics is thus imperative. Additionally, a key question with DNA structure determination from simulations has been how to judge the accuracy of the results. Comparisons with crystal structure are fair if the environment in the simulation is also crystalline. DNA in aquo does not necessarily conform to the crystal structure. Progress made in NMR structural determinations\textsuperscript{33} has been helpful in resolving this issue. These factors notwithstanding, a number of simulations were reported highlighting the local structural deviations from the canonical\textsuperscript{54} and crystal structures. The current standard for MD simulations on DNA appears to be a nanosecond or longer simulation with Ewald summation for charge-charge interactions\textsuperscript{55-58}, a protocol that can be implemented only on a supercomputer. It is now feasible to delineate crystal packing effects from sequence induced structural effects and appreciate groove narrowing, helix bending, persistence length, ligand or protein induced kinks etc.\textsuperscript{47-50}. DNA fine structure prediction appears to be nearing a solution.

Although, the above discussion deals only with proteins and DNA, extensions of the molecular simulation methodology to understand RNA folding\textsuperscript{59} and the dynamics of lipid membranes constitute some of the more nascent and upcoming areas. MD simulations combined with computer graphics displays of the trajectories have vividly contributed to a growing awareness that molecular systems are dynamic and not static. Also, the MD method has become an integral part of the tool-chest of X-ray and NMR practitioners pursuing structural refinement of biomolecules.

**Free Energy**

Whether or not an enzyme is stable or a reaction is feasible under given conditions are matters of free energy. Free energy may be rigorously defined\textsuperscript{60} in terms of the following expression

\[ A = kT \ln \langle e^{\beta E(X)} \rangle \]

\( A \) is the Helmholtz free energy, \( E(X^N) \) is the energy due to intermolecular interactions in a given configuration \( (X^N) \) of the system, \( \beta = 1/kT \), \( k \) is the Boltzmann constant, \( T \) is the absolute temperature and the angular brackets refer to (canonical ensemble) Boltzmann averages.

An expansion of the above gives

\[ A = \langle E(X^N) \rangle - \frac{\beta}{2!} \langle \langle E(X^N) \rangle^2 \rangle - \langle E^2(X^N) \rangle + \ldots \]

Computationally speaking, each extra term in this expansion involves an order of magnitude more CPU time. Free energy is slower to converge than average internal energy \( (EX^N) \). Alternatively stated,

\[ A = kT \ln \int \ldots \int e^{\beta E(X^N)} P(X^N) dX^N \]

where \( P(X^N) \) is the normalized Boltzmann probability of observing the system in configuration \( (X^N) \). The right hand side involves a \( 3N \)-dimensional integral where \( N \) is the number of particles in the system. Examination of the above expression reveals that high energy regions, despite their low probability of occurrence, are important to free energy estimates. These are not adequately sampled (avoided in fact) in conventional molecular simulation (Metropolis Monte Carlo or molecular dynamics simulations of practical length). Another interesting catch is that to evaluate the free energy via the above expression, the normalized probabilities have to be known. But to obtain the normalization constant for the probabilities i.e. the
configurational partition function \( (Z) \), the free energy has to be known \( (Z = e^{-A/kT}) \). Free energy has to be known to evaluate free energy! Extension of the above arguments to the Gibbs free energy \( (G = A + PV) \) is straight forward.

Free energy is a global quantity that depends upon the extent of configuration space accessible to the molecular system. Mechanical properties such as internal energy \( U \), radial distribution function \( g(r) \) (related to the Fourier transform of the structure factor) etc. which can be defined on each configuration of the system, converge rapidly in molecular simulation conducted through a suitable sampling procedure. Statistical properties such as entropy and free energy on the other hand cannot be defined on a single configuration but rather depend upon the ensemble of configurations that the system can exhibit under the given external constraints (such as temperature, pressure, volume, and the number of particles in the system). Computation of absolute free energies of a molecular system is virtually impossible. Free energy computation is a tricky issue even though it is overwhelmingly important for chemical and biochemical systems. The problem with free energy predictions and the necessity for inventing byways is put forth elegantly in an early article by Valleau and Torrie.

**Molecular Simulations**

Conventional molecular modelling techniques (molecular mechanics applications) deal with single point energies or at best average internal energies/enthalpies. Free energy is out of bounds in most modelling exercises. Some excellent reviews on free energy studies are available now. In most of the studies, free energy is typically considered as a sum of intramolecular and intermolecular contributions, gas phase free energy and solvation free energy, for example. The gas phase free energies, can be evaluated either via ab initio calculations, normal mode analysis or via estimates of configurational entropies in the quasi-harmonic approximation. The intermolecular contributions such as due to solvation or ion atmosphere are evaluated via one of the several statistical mechanical procedures such as the thermodynamic integration, the probability ratio method, the potential of mean force approach or the statistical mechanical perturbation procedure. The errors involved in such computations are small compared with experiment (on the order of 1 kcal/mol) especially on relative free energy estimates between any two systems which are similar in the sense of their phase spaces. This is extremely gratifying considering the a priori nature of these calculations. Studies are also in progress for fine tuning the simulation protocols and results. Absolute free energies are still elusive but frequently an appropriate thermodynamic cycle can be constructed to obtain meaningful quantities. In a study of the relative affinity of two inhibitors \( I_1 \) and \( I_2 \) to an enzyme \( E \), a suitable thermocycle would be:

\[
\Delta \Delta G = \Delta G_2 - \Delta G_1 = \Delta G_1 - \Delta G_2
\]

\[
\begin{align*}
\Delta G_1 & \\
I_1 + E & \rightarrow I_1E \\
\downarrow & \\
\Delta G_i & \\
I_2 + E & \rightarrow I_2E \\
\downarrow & \\
\Delta G_j &
\end{align*}
\]

It is difficult to compute the free energies of association, \( \Delta G_1 \) and \( \Delta G_2 \) of the enzyme with the inhibitors. The quantities \( \Delta G_3 \) and \( \Delta G_4 \) however, are computationally tractable. The processes 3 and 4 involve non-physical mutations but free energy being a state function, there is considerable latitude in the design of suitable computer experiments to obtain free energy differences. Applications of the free energy simulation methodology include calculations of relative free energies of solvation, relative \( pK_a \) values, conformational preferences in solution etc. Extensions to binding and molecular recognition have also been forthcoming. Some of the recent studies include binding in metalloporphyrin- ligand systems, metal ion catalyzed proton transfer in water, hydrogen bonding with imides and lactams in chloroform (chemical chameleons), solvent effect on the anomeric equilibrium in D-glucose, poly electrolyte effects in protein- DNA interactions, the "Z-phobicity" of A-T base pairs, association of \( K^+ : 18 \)-crown-6 complex in water and
cis-trans isomerization of the N-methylated peptide bond of a bacterial collagenase inhibitor. A recent free energy simulation study of Singh et al. has unraveled the molecular origins of preferential binding of distamycin to DNA over its 2-Imidazole analogue. An examination of the molecular structures of the two drugs would suggest the contrary. Tidor performed a free energy simulation analysis of the consequences of helix capping interaction in λ-cro. A mutation of Tyr 26 to Asp stabilizes the protein by -1.4 kcal/mol confirming the expectation that an acidic residue is preferred at the N terminal end of an α-helix. Merits and limitations of a decomposition of free energy in terms of specific interactions have recently been analyzed carefully by Karplus, van Gunsteren and their coworkers.

Molecular simulations and free energy techniques may be essentially seen as a culmination of the pioneering efforts of Gibbs, Kirkwood, Zwanzig and others. Statistical mechanics has come to fruition in its applications to chemistry and biochemistry. The nature of the problems that confront the practitioners are very different now. To widen the scope of applicability of statistical mechanics, to understand structure and thermodynamics at a molecular level, one needs computationally efficient and accurate methods which can be routinely used by theoreticians or experimentalists on systems of interest. A severe limitation of the simulation techniques is that these are computationally expensive. A regular Metropolis Monte Carlo or a molecular dynamics simulation (seeking structural, dynamic and internal energy information) on a 216 particle liquid water system or a single ion in 215 waters takes about one hour on a Cray Y-MP. A simulation of protein-DNA complex with sufficient waters to provide two layers around the complex takes about 500 hours on Cray Y-MP. The same systems require ten times more CPU when a free energy related quantity is sought. In short, a single free energy determination can take any where from 10 to 1000 CPU hours on a supercomputer depending upon the level of detail and complexity of the problem which puts the free energy predictions starting from a molecular description of the system, beyond the reach of bench chemists and most theoreticians around the globe, without access to Cray. Ways have to be found to cut down on the computational time. If molecular modelling has to have its desired impact on chemical and pharmaceutical industry, development of suitable methodologies for an expeditious evaluation of free energies of molecular systems is essential.

**Dielectric Continuum Method**

Free energy on the other hand is accessible with relative ease via the dielectric continuum approaches, analytical or numerical. Analytical methods have a long history. Born model for ion solvation and Onsager’s reaction field approach to dipolar solvation found a generalization in Kirkwood’s formulation of the Helmholtz free energy of an arbitrary charge distribution embedded in a dielectric continuum solvent with added salt. Beveridge and Schnuelle reported a concentric dielectric model which can in principle incorporate several layers of solvent with varying "dielectric constants" to account for saturation effects in calculating solvation free energies of arbitrary charge distributions with an overall spherical symmetry. This theory was subsequently extended to other geometries. Extensions to Tanford-Kirkwood theory were also reported and results compared with those based on molecular simulations. Solvation and salt effects in the stability of globular proteins, for instance, fall within the purview of such theories. The SATK (static accessibility Tanford- Kirkwood) model, which uses a simpler treatment of solvent than that of Beveridge and coworkers but an additional depth parameter has been extensively applied to study protein titration curves, merits and limitations of which are discussed in several places. States and Karplus developed an electrostatic continuum solvent model to treat hydrogen exchange behavior in proteins. Molecular simulations have provided new insights into the success of continuum models and have repeatedly validated the underlying approximations in the continuum models. The above theories deal with solvent and / or salt effects on an ion, a molecule or a macromolecule. Dielectric continuum theories for binding and interaction have progressed beyond the Coulomb’s law only recently.

On the numerical front, there is a constant methodological influx for calculating electrostatic contribution to free energies of biomolecular systems. The protein dipole Langvin dipole (PDDL) approach, the finite boundary element method, the finite difference Poisson-Boltzmann (FDPB) method and the finite element method are some of the techniques to capture the electrostatics of a given system, the FDPB
method being the most widely used (Delphi package distributed by BIOSYM Technologies /MSI) for quantitative predictions. All these are based on solutions (analytical/numerical) to the nonlinear Poisson- Boltzmann equation:

$$\nabla [D(r) \nabla \Phi(r)] - \frac{e^2}{\kappa} \sinh [\Phi(r)] + 4\pi \rho'(r) = 0$$

$$\Phi$$ in the above equation is the electrostatic potential, D(r) is the dielectric function, \(\kappa\) is a modified Debye-Huckel parameter and \(\rho\) is the fixed charge distribution of the molecular system.

The electrostatic potential obtained by solving the above equation is then used to calculate the free energies as a sum over the product of charges and potentials or as a volume integral of the product of electric field and dielectric displacement. In such studies, only the electrostatic component can be calculated. The results have to be supplemented with non-electrostatic contributions to free energy. Continuum methods deserve special attention for free energy estimates in view of the rapidity with which these calculations can be performed. The results however, are sensitive to the choice of parameters such as cavity or van der Waals radii, partial atomic charges etc. These parameters have to be tested against molecular simulations or experiment and particularly the consequences of neglecting molecular solvent have to be closely examined. Force field comparisons with continuum model solvent have been undertaken recently. Some recent reviews have summarized the existing theoretical tools to treat electrostatic effects in biological molecules. A recent article by Honig and Nicholls sums up the current status on the applications of classical electrostatics to biomolecules.

**Empirical Approaches**

Other class of methods for estimating free energies comprise empirical techniques for probe solvation effects based on hydration shell volumes and accessible surface areas. These hinge upon the idea that solvation free energies could be estimated with a PV or \(\gamma A\) type term where \(P\) and \(V\), \(\gamma\) and \(A\) denote pressure, volume, surface tension and area respectively. In the excluded volume approach, hydration shell volumes excluded due to the encroachment of hydration spheres of any two atoms in a given conformation are calculated analytically or numerically. These excluded volumes are then multiplied by an appropriate free energy density parameter to obtain solvation free energies of a given molecular system in a specified conformation. In the accessible area approach, solvent accessibility (area) of each atom in the molecule is computed and multiplied by an atomic solvation parameter to obtain solvation free energies. This is a particularly useful technique to estimate the hydrophobic contribution to the total free energy of the system. In all these cases, a careful calibration of the parameters involved (free energy densities/atomic solvation parameters etc.) for a given class of compounds is required to obtain quantitatively correct results. The quest for linear free energy relationships in the context of host-guest chemistry is a field in itself.

**Rate Constants**

A number of biomolecular events are diffusion controlled. The rate constants for such reactions are on the order of \(10^9 M^{-1} sec^{-1}\). Brownian dynamics simulations are a natural choice for monitoring macromolecular association in the nanosecond to microsecond regime and for determining the rate constants. Also, Brownian dynamics is appropriate for describing macromolecular motions over distances which are large compared to the solvent size and times that are long compared to the interval between successive solvent impacts. A select few applications of this methodology are outlined below.

The enzyme superoxide dismutase (SOD) dismutes the negatively charged superoxide radical with a rate constant of \(-10^9 M^{-1} sec^{-1}\). This is extremely high considering that the substrate must react with a copper ion in the active site whose solvent exposure is one thousandth of the total surface area of the protein. Furthermore, the enzyme has a net negative charge (-4 at pH 7) suggesting that there should be a net repulsion between the enzyme and the substrate. This repulsion would decrease with increasing ionic strength leading to an increase in the rate. This is contrary to the experimental observations which show that the rate constant decreases by 30% when the ionic strength is increased from 0 to 150mM. Klapper et al. considered the
detailed shape of the protein, the dielectric inhomogeneities in the solution and evaluated the electrostatic potentials of the protein using the finite difference Poisson-Boltzmann methodology. A curious focussing of the field lines emanating from the active site and jetting into the solution was noticed Sharp et al.\textsuperscript{134} subsequently integrated these electric fields into Langevin equations of motion to obtain rate constants. The calculated trends matched perfectly with the experimental observations. These studies also led to certain conjectures on the design of more efficient enzymes to carry out the same task. Diffusion controlled association of cytochrome c (CYTC) and cytochrome c peroxidase(CYP) provides another interesting case. The electron transfer between CYTC and CYP is studied extensively to understand the heme catalyzed reductive cleavage of O-O bonds and the coupling of this event to electron transfer in the electron-transport chain. Northrup and coworkers\textsuperscript{155} carried out Brownian dynamics simulations on this system to account for the observed rates and to develop a molecular view of the steps in association.

Some of the regulatory proteins bind to their cognate operator (DNA) sequences on the genome with very large rate constants ($10^3$ - $10^{10}$ M$^{-1}$ sec$^{-1}$), von Hippel and coworkers\textsuperscript{157} argued that such rates could not be due to a random search of the protein for the target site on the DNA. They suggested that protein would find the operator site via a search in a reduced dimensional configuration space. Brownian dynamics simulation on protein-DNA association\textsuperscript{156} confirmed the above mechanism in addition to predicting rate constants which were consistent with experimental observations.

Kinetic studies are out of bounds in most cases except for diffusion controlled reactions where some structural data are available on the complex. The time scales for the kinetic investigations are mostly out of reach of the present day computer capacity. Simulations at this stage can provide some useful information at a molecular level, on diffusion controlled reactions.

Some Challenges and Perspectives

**Docking:** Molecular recognition involves docking of two molecules possibly in the presence of solvent and other solutes or salt. Can we dock two biomolecules into a geometrically and energetically correct structure based purely on the laws of physics as implemented on a computer? The answer at this juncture is no. What is solicited from the theoretical studies is the structure of the complex and the free energy of binding as a precursor to probe the elements of recognition at an atomic level. This is quite a formidable problem. Most of the existing methods introduce either subjectivity or some bias. There is no reliable objective docking algorithm as yet. Automated searches require exhaustive computing power and there is no promise of a unique structural solution in a general case. The current status is amply described by some of the recent efforts in this direction which include docking of substrates to proteins using molecular dynamics simulations\textsuperscript{158}, application of genetic algorithms for docking actinomycin D with deoxyguanosine molecules\textsuperscript{159} rational automatic search method (which introduces a hydrogen bond bias) for stable docking models of proteins and ligand\textsuperscript{160} and hydrophobic docking to probe molecular recognition\textsuperscript{161}. Some simplified force fields for a rapid calculation of the energetics and suitably designed penalty functions have to be built into simulation strategies to obtain the desired results.

**Structure-based Drug Design**

Earlier studies on drug-receptor systems were configured to monitor the static and dynamic interactions in the complexes\textsuperscript{79,162}. Drug design is an extension of the docking and free energy determination problems with a further requirement of optimizing the ligand-receptor interactions via ligand modifications to obtain the desired binding constants. Computational strategies work best when the crystal/NMR structure of the receptor is already available. A survey of the range of problems to be tackled, methodologies and examples of drugs developed are presented recently\textsuperscript{163-167}. Captopril, an antihypertensive drug is hailed as a successful progeny of computer aided drug design.

Overall, the last two decades have seen a phenomenal increase in the popularity of molecular modelling and a gradual incorporation of the simulation methods into the repertoire of both theoreticians and experimentalists alike probing the mysteries of nature at a molecular level. What we need besides increasing
computational power of some orders of magnitude and a wider access, are some methodological advances which enhance the predictive value of biomolecular modelling.
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